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Terms and Definitions

Artificial Intelligence (A.I.): The simulation 
of human intelligence (usually done through 
computers).

Natural Language Processing (NLP): A.I. 
that focuses on the manipulation, 
comprehension and interpretation of human 
language.

Large Language Model (LLM): A program 
that can perform NLP tasks. It deals with 
vast amounts of text-based data.

Open Source: Any program whose source 
code is made available for use or modification 
to the public.

Common Crawl (CC) Dataset: A 6.4 petabyte 
(~27,000 times larger than my computer!) 
open source collection of raw web page data, 
text extracts and metadata. 

Colossal Cleaned Crawled Corpus (C4) 
Dataset: A 750 gigabyte (~3 times larger 
than my computer) algorithmically filtered 
version of the Common Crawl.



Focusing on a Research Topic

Personal 
Interests

Preliminary 
Research

Broadening Research 
Objectives

https://www.unite.ai/minority-voices-filtered-out-of-google-natural-language-processing-models/
https://www.unite.ai/minority-voices-filtered-out-of-google-natural-language-processing-models/


Research Paper Diagram

First Half: 

How has the Common Crawl Dataset been 
“cleaned” of LGBTQ+ identity terms and related 
content? How do A.I. models built with such 
datasets vastly underserve those that identify 
with those terms?

Second Half: 

What tools are being developed in 
community-led efforts to redesign A.I.? How 
does it differ from corporate, capitalized A.I. 
projects?
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C4 v.s. “Common Crawl” Pre-Trained A.I. Experiment

● Only trained on the C4 dataset
● When asked about LGBTQ+ terms, it would 

usually refuse to elaborate
● Stopped outputting responses after 2+ texts

Two input/output examples are depicted below:

● Trained on datasets that contained 
unpublished books, K-8 math word 
problems and explanations

● When asked about LGBTQ+ terms, it would 
give some response containing the term but 
it was usually in some harmful or irrelevant 
manner

● It was difficult to find unfiltered text2text 
models as well as models that did not 
include C4

An input/output example is depicted below:

Google/t5-v1_1-small (Filtered Data) Google/flan-t5-small (Unfiltered Data)

https://colab.research.google.com/drive/1Ij280nPyBPTbccCkOgm2BOWqVmnvZhY2?usp=sharing
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Problems & Questions

1. Very few models have been trained on the 
original Common Crawl.

2. There is much more content on the critique 
of current LLMs rather than the 
improvement of them. 

3. AI research done to advance science 
instead of social change is far more 
prevalent.

4. There are quite a few community-led AI 
projects out there, but there is a lack of 
LGBTQ+-focused ones.

5. There is a lack of extensive LGBTQ+-specific 
datasets as well as models that use them.

1. Do browsers encourage models made by the 
company that operates them? (Ex: Bing for 
DialoGPT)

2. How can I make my source search as 
unbiased as possible?

3. What are common factors in content filters 
for LLMs?

4. What are the main differences between 
community-led efforts, community-led 
efforts backed by corporations, and 
corporate-led efforts?

5. Why do community-led AI projects often 
struggle to achieve the same level of 
success and recognition as corporate-led 
projects?

Problems Questions


